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Discontinuation of the contingency between a response and its reinforcer sometimes produces a
temporary increase in the response before its rate decreases, a phenomenon called the extinction
burst. Prior clinical and basic studies on the prevalence of the extinction burst provide highly
disparate estimates. Existing theories on the extinction burst fail to account for the dynamic
nature of this phenomenon, and the basic behavioral processes that control response bursting
remain poorly understood. In this paper, we first review the basic and applied literature on the
extinction burst. We then describe a recent refinement of the concatenated matching law called
the temporally weighted matching law that appears to resolve the above-mentioned issues
regarding the extinction burst. We present illustrative translational data based conceptually on
the model. Finally, we discuss specific recommendations derived from the temporally weighted
matching law regarding procedures clinicians could implement to potentially mitigate or prevent
extinction bursts.
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When the contingency between a response and
its reinforcing consequence is terminated, the
resulting effect on the rate of the target response is
a characteristic reduction to low or zero levels, a
process called extinction (EXT; Skinner, 1938).
However, under certain arrangements
(e.g., multiple fixed-ratio [FR] 1 EXT; Azrin
et al., 1966; Skinner, 1938), the target response
may temporarily increase prior to showing the
characteristic decelerating extinction curve.

Research has shown that this temporary potenti-
ating effect of extinction also occurs during
respondent or Pavlovian extinction (Rohrbaugh
et al., 1972). Behavior analysts refer to such tran-
sitory increases in target responding as a burst
(Catania, 2013; Skinner, 1938) or bursting
(Lerman et al., 1999), and as an extinction burst
(Lerman & Iwata, 1995, 1996; Lerman et al.,
1999) when the increase in target responding
coincides with the introduction of extinction.
Children with autism spectrum disorder or

intellectual disability often display severe destruc-
tive behavior (e.g., self-injurious behavior [SIB],
aggression) that poses great risks to self, others, or
the environment and represent immense barriers
to community integration (Borthwick-Duffy, 1994;
Crocker et al., 2006). Such problem behavior is
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often treated with interventions derived from a
functional analysis that involve extinction of the
response. Functional analyses identify the environ-
mental antecedents and consequences that occa-
sion and reinforce the behavior. For example,
functional communication training (FCT; Carr &
Durand, 1985; Fisher et al., 2021) involves extinc-
tion of problem behavior and reinforcement of an
alternative communication response with the con-
sequence that previously reinforced problem
behavior. In other treatment arrangements, the
consequence that previously reinforced problem
behavior is delivered on a response-independent,
time-based schedule (Hagopian et al., 1994;
Vollmer et al., 1993). Results from epidemiological
studies and meta-analyses indicate that treatments
based on functional analyses, like FCT, typically
reduce problem behavior by 90% or more and are
much more effective than other treatments
(e.g., Greer et al., 2016; Iwata et al., 1994;
Richman et al., 2015). In some cases, function-
based treatments can reduce problem behavior to
clinically acceptable levels without extinction
(e.g., Lalli et al., 1999; Lomas et al., 2010); how-
ever, treatment effectiveness often decreases when
the schedule of reinforcement is thinned to make
the treatment more practical for caregivers
(e.g., Briggs et al., 2018; see Briggs et al., 2019
and Pace et al., 1994, for notable exceptions).
Despite the impressive findings regarding the

effectiveness of function-based treatments like
FCT, these interventions can induce untoward
effects when individuals experience periods of
nonreinforcement at the start of treatment, dur-
ing reinforcement schedule thinning, or when
the alternative communication response stops
producing reinforcement (Briggs et al., 2018;
Brown et al., 2020; DeRosa et al., 2015; Fisher,
Greer, Fuhrman et al., 2018; Fisher, Greer,
Mitteer et al., 2018; Fisher et al., 2019, Greer
et al., 2020; Haney et al., 2022; Mitteer
et al., 2022). That is, when periods of extinction
are introduced, three untoward byproducts may
appear: (a) the predominant target response
(e.g., head banging) may temporarily increase in

frequency, duration, or intensity (i.e., an extinc-
tion burst); (b) other topographies of responding
within the same response class may increase or
emerge (e.g., face slapping partially replacing
head banging); or (c) topographies of responding
outside the response class (i.e., nontarget
responses) may emerge (e.g., extinction-induced
aggression replacing SIB). However, these unto-
ward effects of extinction are not ubiquitous
(Katz & Lattal, 2021; Lerman & Iwata, 1995);
they occur in some cases, but not others. Thus,
understanding the variables that give rise to
extinction-related increases in problem behavior
is critical to further improving the effectiveness
of function-based treatments like FCT.
In this paper, we describe and compare basic

and applied studies that have examined the preva-
lence of extinction bursts among human/clinical
participants (e.g., Lerman & Iwata, 1995;
Lerman et al., 1999) and among nonhuman/
laboratory subjects (e.g., Lattal et al., 2020). The
human studies have found lower than expected
prevalence rates (e.g., Lerman et al., 1999), and
the nonhuman studies have found near-zero prev-
alence rates, when applying the same ascertain-
ment criteria used in the human/clinical studies.
We hypothesize that these disparate prevalence

estimates occur because (a) applied research par-
ticipants often experience greater decreases in
reinforcer-consumption time when extinction
begins than do basic research participants; and
(b) applied researchers typically include
reinforcer-consumption time when calculating
baseline response rates, but basic researchers often
do not. Further, we suggest that including and
analyzing the effects of reinforcer-consumption
time is important because it may help to explain
the conditions under which extinction bursts are
likely and unlikely to occur. Further, we describe
a recent account hypothesizing that extinction
bursts can be explained using the general princi-
ples of the matching law. That is, during baseline,
individuals allocate their time between the target
response (e.g., problem behavior) and reinforcer
consumption (which the individual does

5The Extinction Burst



consistently when reinforcement is available). At
the start of extinction, individuals temporarily
allocate more time to problem behavior because
it still has value due to its reinforcement history
and because reinforcer consumption is no longer
available to compete with it. Problem behavior
decreases shortly thereafter because its value
decreases as time in extinction increases.
We describe prior theories of extinction-

induced problem behavior, which we argue do
not explain the temporal patterns of extinction
bursts. We then present a refinement of the
concatenated matching law developed by Shahan
(2022), called the temporally weighted matching
law (TWML). We argue that the TWML
addresses the limitations of prior theoretical
accounts of extinction bursts by incorporating
reinforcer-consumption time into the model and
estimating the current value of each response
option based on its reinforcement history. These
aspects of the TWML render it applicable to
dynamically changing reinforcement conditions,
like the introduction of extinction. We then
describe some clinical implications of the
TWML and provide illustrative translational data
based conceptually on the TWML. Finally, we
discuss potential strengths and limitations of the
TWML that should be tested and addressed
through future research.

Estimating the Prevalence of Extinction
Bursts

Although extinction bursts have been dis-
cussed in the applied- and basic-research litera-
tures for decades, no well-integrated,
quantitative theories or experimental analyses
have identified and evaluated the variables that
control the phenomenon (Katz & Lattal, 2020;
Shahan, 2022). Extinction-induced bursting
and other problem behavior have been
described as prototypical features of the extinc-
tion process in both applied and basic research
(e.g., Azrin et al., 1966; Keller &
Schoenfeld, 1950; Lerman et al., 1999;

North, 1950; Skinner, 1938; Terrace, 1966;
Thompson & Bloom, 1966); however, recent
basic investigations and conceptualizations of
extinction-induced behavior have raised doubts
about the ubiquity and generality of at least
one of these byproducts, the extinction burst
(Katz & Lattal, 2020, 2021; Lattal et al., 2013;
Lattal et al., 2020).
Katz and Lattal (2020) introduced extinction

after they exposed pigeons’ key pecking to rein-
forcement on FR or variable-ratio (VR) schedules
of reinforcement in baseline. Similarly, Lattal et al.
(2020) exposed pigeons’ key pecking (Experiment
1) and rats’ bar pressing (Experiments 2 and 3) to
extinction following baselines in which responding
produced reinforcement on multiple schedules
(VR schedules alternated with yoked variable-
interval [VI] schedules). Katz and Lattal removed
reinforcement time from the baseline response-rate
calculation and observed increases in response rates
for a minority of applications and primarily during
the first minute of the first extinction session that
followed a block of VR sessions, but the increase
never lasted for an entire extinction session (i.e., 0 of
106 applications showed bursting during the first
whole sessions of extinction [0%]; 21 of 106 appli-
cations showed bursting in the first minute of
extinction [19.8%]). Lattal et al. removed reinforce-
ment time from the baseline response-rate calcula-
tions in Experiment 1 (pigeons), but not in
Experiments 2 and 3 (rats), and the experimenters
rarely observed increased response rates when exam-
ining responding on a minute-by-minute or whole-
session basis (12% of applications showed increased
responding during extinction in the minute-by-
minute analysis but none met the Lerman &
Iwata, 1995, criteria for an extinction burst). As
mentioned above, we hypothesize that experi-
menters are more likely to observe extinction bursts
following large drops in reinforcement time from
baseline to treatment and when they include rein-
forcement time in the baseline response-rate calcula-
tions. Katz and Lattal programmed large drops in
reinforcement time in some cases but did not
include reinforcement time in the baseline
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response-rate calculations. Lattal et al. included rein-
forcement time in the baseline response-rate calcula-
tions but programmed considerably smaller
decrements in reinforcement time during the transi-
tion from baseline to extinction.
In an applied study aimed at determining the

prevalence of extinction-induced bursting and
aggression in a clinical population, Lerman et al.
(1999) examined whole-session data for evi-
dence of extinction bursts among 41 individuals
with moderate to profound intellectual disability
referred for the treatment of SIB. Of those,
21 received treatment with extinction alone, and
13 (62%) of this subgroup showed an extinction
burst, defined as an increase in responding dur-
ing any of the first three sessions of treatment
above the response rates measured during the
last five baseline sessions (or all sessions for
shorter baselines). Thus, whereas Katz and Lattal
(2020) and Lattal et al. (2020) never observed
an extinction burst that met the Lerman &
Iwata (1995) criteria among their pigeons or rats
exposed to extinction alone, most of the partici-
pants exposed to extinction alone in the Lerman
et al. study did. We believe that this difference is
because Lerman et al. delivered reinforcement
on dense (i.e., FR 1) schedules, thus producing
large decrements in reinforcer-consumption
time. In addition, they included reinforcement
time in the baseline response-rate calculations
when transitioning from baseline to extinction
alone. On the other hand, Katz and Lattal and
Lattal et al. sometimes included one of these fac-
tors, but not both.

Differences in Reinforcement Schedules and
Response-Rate Calculations

The discrepancies between applied and basic
research on extinction-induced behavior, as
exemplified by the Lattal et al. (2020) and
Lerman et al. (1999) studies, are probably due
to two primary factors mentioned above and
explained more fully here. One is that applied
research participants typically experience greater

decreases in reinforcer-consumption time when
extinction begins than basic research partici-
pants. This is because applied researchers often
use denser reinforcement schedules than basic
researchers (e.g., FR 1 vs. VI 1 min, respec-
tively), and applied researchers often deliver rein-
forcers for longer periods than basic researchers
(e.g., 20-s access to an iPad vs. 3-s access to
food, respectively). Thus, a human clinical par-
ticipant accessing an iPad for 20 s after each
problem response could spend 80% of a baseline
session consuming reinforcement (see example
below), whereas a pigeon accessing food for 3 s
about once every min would spend about 5% of
session time consuming reinforcement. Although
these differences between how basic and applied
researchers program reinforcement schedules and
calculate response rates are not universal, we
believe that this is an important distinction
because we hypothesize that larger drops in rein-
forcement at the start of extinction-based treat-
ments increase the probability of an extinction
burst relative to smaller drops in reinforcement.
A second factor that probably contributes to

the higher prevalence of extinction bursts often
observed by applied researchers is that applied
researchers typically include reinforcer-
consumption time when calculating baseline
response rates (though again, this is not univer-
sal; cf. Ibañez et al., 2019). For example, in a
5-min baseline session in which problem
behavior produces access to its functional rein-
forcer for 20 s on an FR 1 schedule, an efficient
human participant might emit 12 responses
and produce 240 s of reinforcement access.
Thus, in this example, the participant spends
4 min of the 5-min baseline session with access
to the functional reinforcer and 1 min of the
5-min baseline session without access to
the functional reinforcer. When calculating the
baseline response rate as basic researchers often
do, the baseline rate equals 12 responses per
minute (12 responses / 1 min, when one
excludes reinforcement time). However, when
calculating the baseline response rate as applied
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researchers typically do, the baseline rate equals
2.4 responses per minute(12 responses / 5 min,
when one includes the 4 min of reinforce-
ment time).
These different methods of calculating base-

line response rates can greatly influence whether
an extinction burst is identified because during
periods of extinction, no reinforcement intervals
occur, and all session time is included in the cal-
culation of the response rate. So, if 24 responses
occur during the first 5 min of extinction, it
would produce a rate of 4.8 responses per
minute(24 responses / 5 min). This response
rate would not constitute an extinction burst if
one excluded reinforcement time when calculat-
ing baseline response rates (i.e., 4.8 < 12
responses per minute), but would constitute an
extinction burst if one included reinforcement
time (i.e., 4.8 > 2.4 responses per minute).
Indeed, in recent research with rats, Nist and

Shahan (2021) directly showed that inclusion
of all session time (including reinforcer-
consumption time) when calculating baseline
response rates increased the prevalence of the
extinction burst, especially following reinforce-
ment on small FR schedules like those com-
monly used in applied studies. Baselines that
arrange small FR schedules are likely to pro-
duce more reinforcer deliveries per session and
thus larger proportions of session time with
reinforcement access. Therefore, whether rein-
forcement time is or is not included in the cal-
culation of baseline response rates is
particularly important when assessing extinc-
tion bursts following baselines that arrange
dense schedules of reinforcement like small FR
schedules. Although the findings of Nist and
Shahan need to be replicated, they are consis-
tent with our hypothesis that investigators are
more likely to observe extinction bursts at a
higher prevalence rate if they (a) program large
drops in reinforcement at the start of extinction
(e.g., shifting from an FR 1 to extinction; pro-
gramming long reinforcement intervals) and
(b) include reinforcer-consumption time when

calculating baseline response rates. When Nist
and Shahan did both, they identified extinction
bursts at rates like Lerman et al. (1999) and
much higher than those observed by Katz and
Lattal (2020) and Lattal et al. (2020).
It is worth noting that the early basic

researchers who first identified what is now called
the extinction burst appear to have included rein-
forcement time when calculating baseline
response rates. For example, Skinner (1938) pres-
ented typical cumulative records of lever pressing
by rats trained on an FR 1 schedule in his
Figure 4, and once the rats learned the schedule,
they pressed the lever between 2 and 3 times per
minute.1 In Skinner’s Figure 7, he showed typical
cumulative records of lever pressing during extinc-
tion following training on an FR 1 schedule.
During the first 1 to 3 minutes of extinction, all
four rats displayed what might be called an
extinction burst by pressing the lever between
6 and 17 times per minute.2 However, it should
be noted that Skinner used a modified kymo-
graph (to record responding) that did not remove
reinforcement time during the FR 1 training.
This led Skinner to the following interpretation
of the observed responding at the start of extinc-
tion: “When the first response to the lever fails to
supply the stimulus for the next member of the
usual chain, the response is elicited again immedi-
ately, and a high rate of elicitation is maintained
for a short time” (Skinner, 1938, p. 74).

Which Calculation Method is Better?
One might ask, then, does including rein-

forcement time in the calculation of response

1Determined by extracting the two most extreme
response patterns in Figure 4 from Skinner (1938) using
the freely available program, WebPlotDigitizer
(Rohatgi, 2020). The lowest and highest values were 2.2
and 3.1 responses per minute across 14.9 and 13.6 min of
steady-state responding, respectively.

2Determined by extracting the data for all four rats
from Figure 7 in Skinner (1938) using WebPlotDigitizer
(Rohatgi, 2020). From top to bottom, the values were
7.7, 16.6, 6.3, and 7.9 responses per minute during the
first 1.3, 1.2, 2.5, and 2.6 min of extinction, respectively.
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rates during baseline falsely promulgate a spuri-
ous and meaningless extinction burst, or does
excluding reinforcement time conceal a legitimate
and meaniful one? The answer probably depends
on the purpose of the investigation. If one is
interested in studying response patterns during
transitions to determine whether the local rate of
responding temporarily accelerates before decreas-
ing when extinction is introduced, then remov-
ing reinforcement time when calculating baseline
response rates makes perfect sense. Without
removing baseline reinforcement time, the exper-
imenter might observe an apparent, but specious,
increase in response rate during extinction due to
the decrease in time spent by the participant
accessing and consuming the reinforcer when
transitioning from baseline to extinction
(Keller & Schoenfeld, 1950). However, if one is
interested in whether a participant shows more
problematic responses in actual clock time during
an extinction-based treatment relative to baseline,
then including reinforcement time when calculat-
ing baseline response rates seems more appropri-
ate. That is, if an individual displays head
banging 12 times per 5-min session in baseline
and 24 times per 5-min session in the first
extinction-based treatment session, that increase
is socially meaningful, even if the increase is pri-
marily due to the absence of time spent accessing
and consuming the reinforcer. Such an increase
in response rate might increase the risk of injury
produced by the behavior (e.g., detached retinas
from SIB; Hyman et al., 1990), especially if the
individual also displays an increase in the inten-
sity of SIB. In addition, a parent might be
unwilling or unable to continue to ignore
attention-reinforced SIB during the initiation of
an extinction-based treatment if their child is
emitting twice as many instances of SIB during
the first 5 min of treatment than the child did
immediately prior to treatment (i.e., an apparent
worsening in behavior resulting from what seems
to be an ineffective treatment). When this
occurs, the parent may resume delivering the
functional reinforcer following SIB because the

individual stops engaging in SIB and consumes
the reinforcer while it is available, thereby lower-
ing the overall rate of SIB (i.e., a negative rein-
forcement contingency maintaining caregiver
behavior; e.g., Mitteer et al., 2018).

Narrower and Broader Definitions of
Extinction Bursts

Researchers also may differ in terms of how
they define an extinction burst. Researchers study-
ing nonhuman animals (e.g., Lattal et al., 2020)
typically define an extinction burst more narrowly
than researchers studying human clinical
populations. For example, nonhuman animal stud-
ies generally (but not always) focus on the rate of
a narrowly defined response topography as the tar-
get response (e.g., a pigeon pecking a circular key
with sufficient force to activate an attached micro-
switch). Other potentially relevant topographies
may occur but are typically not counted or differ-
entiated from the target response. For example,
pecks to the wall of the chamber near the response
key (e.g., Blough, 1959) and emotional responses
(e.g., Terrace, 1966) may go uncounted, whereas
vigorous aggressive responses toward the response
apparatus (e.g., Keller & Schoenfeld, 1950) are
typically counted the same as any other key peck.
By contrast, when studying human clinical

populations, researchers often describe extinction
bursts as including a variety of topograhies of
problem behavior, which may or may not have
been a part of the originally defined response
class. For example, Thackeray and Richdale
(2002), in a study on pediatric sleep disorders,
targeted settling, co-sleeping (with parents), and
night-waking for treatment with extinction for
three children with intellectual disability. They
described the extinction burst that occurred for
one child when treatment commenced as fol-
lows: “C1’s parents put him back to bed
259 times in 2½ hours on the first night, and
he tried behaviours such as screaming, crying,
kicking, hitting the walls, pulling faces, throwing
up, and spitting” (Thackeray & Richdale, 2002,
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p. 221). Obviously, these additional topogra-
phies of problem behavior are clinically impor-
tant events that would have been missed if the
researchers monitored only the originally defined
target responses of settling, co-sleeping, and
night-waking. These discrepancies between how
different researchers define target responses and
extinction bursts can lead to markedly different
interpretations of the observed results.

Defining and Characterizing Extinction
Bursts

Katz and Lattal (2021) reviewed nine opera-
tional definitions of an extinction burst from the
literature. Eight definitions were from basic stud-
ies with nonhuman animals and one by Lerman
and colleagues described above that was first
applied in clinical studies on extinction bursts
(Lerman & Iwata, 1995; Lerman et al., 1999)
and was later adapted for use with other behav-
ioral phenomena (e.g., relapse of problem behav-
ior; Briggs et al., 2018; Haney et al., 2022;
Mitteer et al., 2022; Muething et al., 2020). All
the definitions listed by Katz and Lattal character-
ized an extinction burst in terms of an increase in
the rate of responding at the start of extinction
relative to target response rates in baseline, but
the criteria used to determine whether an increase
had occurred varied considerably across studies.
As examples, Schramm-Sapyta et al. (2006)
required a 15% increase in responding during the
first session of extinction relative to the mean of
the last 2 days of reinforcement; Niyuhire et al.
(2007) required statistically significant differences
in group means between the last baseline session
and the first 15 min of extinction; and, as previ-
ously mentioned, Lerman and Iwata (1995)
required a higher rate of responding in any of the
first three extinction sessions relative to highest
rate observed in the last five baseline sessions
(or all sessions for shorter baselines).
Katz and Lattal (2021) concluded that

attempts to develop a single definition of the
extinction burst are misguided. They suggested

that researchers consider the environmental con-
ditions in effect during baseline (e.g., FR 1, VI
60) and extinction (e.g., within or between-
session cessation of reinforcement), as well as
dimensions of the target response (e.g., rate,
force, duration) when defining an extinction
burst. We agree, and also suggest that it is
important for researchers to consider the pur-
pose of their research carefully when determin-
ing whether to (a) include or exclude
reinforcement time in the calculation of baseline
response rates, (b) define the target response nar-
rowly or broadly, and (c) measure and consider
reporting other potentially relevant response
topographies (e.g., emotional responses, novel
responses) that may not have been a part of the
reinforced response class during baseline.
Finally, although the definitions described by

Katz and Lattal (2021) show considerable varia-
tion, two characteristics of the extinction burst
that appear to be common across definitions, at
least implicitly, are that extinction bursts
(a) occur close in time to the onset of extinction
and (b) disappear with continued exposure to
extinction. Thus, a convincing theoretical expla-
nation of the extinction burst should, at a mini-
mum, account for both characteristics.

Prior Theories of Extinction-Induced
Problem Behavior

Three prior theories of extinction-induced
problem behavior are that these side effects of
extinction result from frustration, adventitious
reinforcement, or schedule-induction. In what
follows, we describe each of these theoretical
accounts, and we argue that each one fails to
account for the dynamic characteristics of the
extinction burst.

Frustration-Induced Problem Behavior
Dollard et al. (1939) hypothesized that block-

ing a goal or omitting a scheduled reinforcer
results in frustration, which in turn produces
aggression. Later versions of the frustration

Wayne W. Fisher et al.10



hypothesis stated that aggression represented one
of several potential responses produced by frus-
tration (Berkowitz, 1969; Miller, 1941). Simi-
larly, Amsel (1958, 1992) observed that rats ran
faster during the second runway of a two-
runway task on trials where they did not receive
reinforcement at the completion of the first run-
way relative to trials where they did. Based on
this observation, Amsel posited that the loss of
an anticipated reward (e.g., upon completing the
first runway) produced an emotional reaction
that he labeled primary frustration. He hypothe-
sized that primary frustration, in turn, invigo-
rated a variety of responses, including faster
running in the second component of the two-
runway task (i.e., the frustration effect) or a burst
of responding at the start of extinction
(e.g., Thomas & Papini, 2001).
The major limitations of this theory are that

frustration is treated as an independent
(or intervening) variable, but it is not well
defined and is difficult to scale and manipulate
directly. In addition, the presence of this inter-
vening variable is typically inferred from the
observed change in the dependent variable,
which results in circular reasoning (e.g., faster
running indicates that frustration is present, but
the inferred frustration is then used to explain
the faster running). Finally, as mentioned above,
a complete theory of extinction bursts should
account for both the occurrence of a response
burst at the start of extinction and its rapid
remission shortly thereafter. That is, when
extinction is implemented with high procedural
integrity, extinction bursts tend to be short lived
(Katz & Lattal, 2020; Nist & Shahan, 2021),
which seems inconsistent with the frustration
hypothesis. That is, if extinction causes frustra-
tion, and frustration causes a burst of
responding, why does bursting not persist longer
than it typically does? Surely, extended exposures
to extinction are more frustrating than tempo-
rary exposures, and more frustration should lead
to more bursting, but this assumption is not
consistent with the research on extinction bursts.

Additionally, Coe et al. (1983) found that corti-
sol levels in rats, which represent a biological
correlate of frustration and stress, continued to
increase during extinction long past the time
when extinction bursts are typically observed
in rats.

Adventitious Reinforcement
Contiguous pairings between a response and a

reinforcer can maintain, or partially maintain, the
target response, especially after a transition from
contingent to time-based reinforcer deliveries with
similar reinforcement rates (Lattal, 1972; Ringdahl
et al., 2001; Vollmer et al., 1997). As such, one
potential explanation of extinction-induced prob-
lem behavior is that the introduction of extinction
results in response variability, and these various
responses (e.g., induced aggression) come into con-
tiguous contact with reinforcement (Frederiksen &
Peterson, 1977). This phenomenon has been
reported in applied studies involving both contin-
gent and response-independent delivery of rein-
forcement during function-based treatment of
problem behavior (e.g., Fisher et al., 1993;
Vollmer et al., 1997; Wacker et al., 1990). For
example, researchers evaluating the effects of FCT
during the early 1990s reported that problem
behavior and the functional communication
response (FCR) can form an adventitious response
chain that maintains problem behavior even
though the latter response is correlated with extinc-
tion (e.g., Fisher et al., 1993; Wacker
et al., 1990). That is, the individual displays prob-
lem behavior, which is on extinction, and then
immediately thereafter displays the FCR, which
produces the reinforcer, and the delivery of the
reinforcer comes to maintain both problem behav-
ior and the FCR. As such, more recent evaluations
of FCT have typically included a changeover delay
to prevent reinforcer deliveries from occurring in
close temporal proximity to problem behavior
(e.g., Borrero et al., 2010; Fisher, Greer, Fuhrman
et al., 2018; Fisher, Greer, Mitteer et al., 2018;
Greer et al., 2016). Similarly, basic researchers
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evaluating schedule-induced aggression routinely
include a changeover delay to prevent adventitious
reinforcement of aggression (Frederiksen &
Peterson, 1977). However, the inclusion of such
changeover delays has not appreciably reduced
extinction-induced behavior (cf. Fisher, Greer,
Mitteer et al., 2018). Thus, it is unlikely that adven-
titious reinforcement is responsible for extinction
bursts or other extinction-induced behavior
(e.g., aggression). In addition, like the frustration
hypothesis, the adventitious-reinforcement hypoth-
esis fails to account for the observation that bursts
typically occur at the start of extinction and resolve
shortly thereafter. This is because adventitious
pairings of the target response and the delivery of
alternative reinforcement could potentially occur at
any point during treatment and not just at its onset.

Schedule-Induced Problem Behavior
Electric shock (e.g., O’Kelly & Steckle, 1939;

Ulrich & Azrin, 1962) and other forms of pri-
mary aversive stimulation (Ulrich & Azrin, 1962)
can induce aggressive behavior when a conspecific
is available, and aversive stimuli also can maintain
escape or avoidance responding (Dinsmoor
et al., 1958; Sidman, 1962). Similarly, Azrin and
colleagues (1961, 1966) observed that schedules
of positive reinforcement that contained discrimi-
nable periods of nonreinforcement (or extinction)
can similarly maintain escape behavior or induce
aggression. In addition, brief bursts of target
responding have been observed immediately after
shock delivery during avoidance schedules
(e.g., De Villiers, 1974) and at the onset of
extinction (e.g., Azrin et al., 1966). Moreover,
during both primary aversive stimulation and
extinction, these bursts have been described qual-
itatively as the subject attacking the response
apparatus (Keller & Schoenfeld, 1950; Pear
et al., 1972). Though electric shock and extinc-
tion are clearly not equivalent, the above-
described similarities between the behavioral
effects of primary aversive stimulation and
periods of extinction during or following

schedules of positive reinforcement have led to
the conclusion that such periods of extinction
represent a form of aversive stimulation. It has
also led to the hypothesis that this form of aversive
stimulation induces bursts of the target response or
aggression and maintains avoidance responding
through the same behavioral process as primary
aversive stimulation (Frederiksen &
Peterson, 1977). Although this hypothesis certainly
seems plausible, given the above-mentioned simi-
larities between the effects of aversive stimulation
and extinction, it does not account for the dynamic
nature of extinction bursts. That is, extinction
bursts, when observed, typically occur early on dur-
ing extinction (e.g., during the first few sessions—
Lerman et al., 1999; the first minute—Katz &
Lattal, 2020; Nist & Shahan, 2021; or even the
first few seconds, when data are graphed and pres-
ented on a fine-grained, second-by-second basis
[see the bottom temporal stream in Figure 1 of this
paper and the top panel of Figure 2 in Azrin
et al., 1966]). Thereafter, the rate of the target
response decreases steadily or even rapidly as extinc-
tion continues (see the top panel of Figure 2 in
Azrin et al., 1966). It is difficult to envision how
extinction could become aversive and induce more
responding almost immediately after the onset of
extinction and then shortly thereafter reverse its
effects on the target response and produce progres-
sively less responding.
It seems reasonable to posit that experiencing

longer periods of extinction should be more
aversive than experiencing shorter periods of
extinction. Consistent with this supposition,
Thomas (1965) compared the effects of differ-
ent durations of time-out from reinforcement
and found that 5-min periods of time-out pro-
duced more avoidance responses than briefer
durations of time-out. Similarly, Kaufman and
Baron (1968) found that 120-s periods of time-
out generally produced longer interresponse
times than shorter durations of time-out.
If the schedule-induced hypothesis is correct,

then extinction bursts should begin after at
least some exposure to extinction (e.g., after
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10 s) so that the individual experiences and dis-
criminates the aversiveness of a period of non-
reinforcement, and extinction bursts should be
most probable at the point in time when
extinction is most aversive (e.g., perhaps after
about 5 min of nonreinforcement, based on
the Thomas, 1965 study). Contrary to the
schedule-induced hypothesis, our data in the
bottom panel of Figure 1 and the data in the
top panel of Figure 2 in Azrin et al. (1966)
show that extinction bursts can occur almost
immediately after the onset of extinction, and
Figure 2 from Azrin et al. shows that
responding can rapidly decrease below baseline
levels well before the time at which a period of
nonreinforcement should reach its peak level of
aversiveness.

Extinction Bursts as Temporally Weighted
Choice Responding

As previously indicated, a satisfactory expla-
nation of extinction bursts should account for
why the bursts occur shortly after the start of

extinction and disappear soon thereafter.
Shahan (2022) suggested that a refinement of
the concatenated matching law, called the
TWML, accounts for both characteristics of
the extinction burst. In the remainder of this
paper, we discuss the TWML, its implications
for clinical intervention, and its potential
strengths and limitations.
The matching law (Herrnstein, 1961) is a

quantitative theory of choice postulating that
individuals allocate their behavior to response
options (i.e., B1 and B2) according to the rela-
tive reinforcement rates obtained from those
options (i.e., R1 and R2), such that,

B1

B1þB2
¼ R1

R1þR2
: ð1Þ

Recently, researchers have begun to extend the
matching law, both conceptually and quantita-
tively, to conditions in which one or more
responses are correlated with extinction, such as
resurgence (e.g., Greer & Shahan, 2019;
Shahan et al., 2020; Shahan & Craig, 2017).

Figure 1
Temporal Patterns of SIB and Reinforcer Engagement

Note. The top temporal stream shows occurrences of self-injurious behavior (SIB; tick marks), periods of reinforcer delivery
(black bars), and periods of reinforcer engagement (patterned bars) during baseline when responding was on a fixed-ratio
1 schedule of reinforcement. The bottom temporal stream shows this same information during a representative session of
functional communication training (FCT) when therapists guided Carson (from Fisher, Greer, Mitteer et al., 2018) to emit
the functional communication response (not shown) according to a 5-s prompt delay. Extinction bursts are visible during
FCT when reinforcer consumption was unavailable to compete with SIB during the 5-s prompt delays.

13The Extinction Burst



One potential advantage of this approach is
that it provides a way to analyze and predict
how responding reacts to changing reinforce-
ment contingencies, like the introduction of
extinction for problem behavior with or with-
out differential reinforcement of an appropri-
ate alternative response (DRA). However, it
is important to note that the original version
of the matching law described by Equation 1
is difficult to apply quantitatively when one
or both responses are associated with extinc-
tion, as typically occurs at the start of a
function-based treatment like FCT. This is
because Equation 1 is based only on current
reinforcement rates for the two responses;
thus, the equation does not quantify how a
history of reinforcement affects responding
once extinction is implemented. As a result,
the equation suggests that when extinction is
implemented for one response (e.g., problem
behavior), both the reinforcement rate and
the predicted response allocation toward that
option drop immediately to zero. Unfortu-
nately, extinction typically does not have
such immediate and dramatic effects on
behavior.
Shahan and Craig (2017) described one way

to address this limitation of the matching law by
providing a means to calculate how extinction
affects the value of response options over time.
Their approach is based on the concatenated
matching law (Baum & Rachlin, 1969), which
suggests that individuals allocate their behavior
(i.e., B1 and B2) in relation to the values (i.e., V1

and V2) of those options such that,

B1

B1þB2
¼ V 1

V 1þV 2
, ð2Þ

where value depends not only on the
obtained rate of reinforcement but also on
the magnitude, quality, and immediacy of the
reinforcers associated with each response. To
determine how extinction affects the current
value of the response options, Shahan and

Craig calculated the current value of each
response option by weighting all known pre-
viously experienced reinforcement rates
(i.e., the reinforcement history) according to
their relative recencies. That is, based on the
postulate that more recently experienced rein-
forcement rates influence current responding
more than those experienced further in the
past, they weighted reinforcement rates
according to the temporal weighting rule
(Devenport & Devenport, 1994). Mathemat-
ically, the weightings (i.e., wx) for a series of
past experiences are calculated as the relative
recency of those experiences such that,

wx ¼ 1=txPn
i¼1 1=t i

, ð3Þ

where t represents time from the previous expe-
rience to the present, and n represents the
number of previous experiences under consider-
ation. Then, the value of an option is obtained
by multiplying each experienced reinforcement
rate (i.e., Rx) by the appropriate weighting (i.e.,
wx) for when it occurred in the past and sum-
ming across all the experiences such that,

V ¼
X

x
wx Rxð Þ: ð4Þ

When reinforcement rates remain constant
across time, Equation 4 returns the
programmed reinforcement rate as the value of
the option. When extinction is in effect,
Rx = 0 for that specific time in the series of
experiences. As time in extinction continues,
V decreases because the weightings for previous
reinforcement experiences generated by Equa-
tion 3 decrease hyperbolically as they drift into
the past. According to this rule, when problem
behavior first contacts extinction, it still has
value due to its recent history of reinforcement.
For example, after five baseline sessions in
which problem behavior produced reinforce-
ment on a VI 30-s schedule (producing
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120 reinforcers per hour), its value would
decrease from 120 in baseline to 51.2 in the
first session of extinction (introduced in Session
6). However, the value of problem behavior
decreases rapidly during the initial sessions of
extinction, as older reinforcement experiences
are replaced by experiences with extinction
(e.g., from 51.2 in the first session of extinction
to 33.3 in the second), and the value of prob-
lem behavior decreases more gradually over
subsequent periods of time (e.g., from 20.2 in
the fourth session of extinction to 17.1 in the
fifth session of extinction).

Applying the TWML to Resurgence
Shahan and Craig (2017) first applied the

temporal weighting rule within the
concatenated matching law to explain resur-
gence, and they called this approach resurgence
as choice (RaC) theory. In this paper, we use
the more general term TWML (Shahan, 2022)
rather than RaC because we are applying the
model beyond just resurgence. Resurgence is an
increase in the rate of a target response
(e.g., problem behavior) previously reduced by
differential reinforcement when reinforcement
conditions worsen (e.g., when an alternative
response [e.g., the FCR] contacts a disrupter
[e.g., extinction]). As applied to FCT and
resurgence, the TWML suggests that allocation
of behavior to a problem behavior and an
appropriate alternative behavior are governed
by the relative values associated with those
behaviors such that,

BT

BT þBAlt
¼ V T

V T þV Alt
, ð5Þ

where BT and BAlt are the rates of problem
behavior and the FCR, respectively, and VT

and VAlt are the reinforcement values associated
with those options. In general terms, the equa-
tion suggests that FCT reduces problem behav-
ior relative to baseline because extinction

reduces the value of this response while the
value of the FCR increases simultaneously, and
thus the allocation of responding to problem
behavior decreases. When problem behavior
first contacts extinction during FCT, the
TWML predicts that it still has considerable
value due to its recent history of reinforcement
during baseline. But, as treatment with FCT
proceeds, the value of problem behavior
decreases rapidly because the more recent expe-
riences with problem behavior not producing
reinforcement become more influential
(or carry more weight) than reinforcers deliv-
ered in prior baseline sessions. Over time, how-
ever, the rate at which the value of problem
behavior decreases slows (according to a hyper-
bolic decay function). Later, when the FCR
stops producing reinforcement (e.g., because a
parent is tending to an infant sibling), the value
of the FCR drops rapidly because it has just
contacted extinction. By contrast, the current
value of problem behavior decreases more
slowly because the current extinction sessions
would be much less influential than those that
occurred when extinction was first introduced
for problem behavior at the start of FCT (see
Greer & Shahan, 2019, and Shahan & Greer,
2021, for more applied examples).
During this initial period in which both

responses are now on extinction and the value
of the FCR is decreasing more rapidly than the
value of problem behavior, the relative value of
problem behavior increases temporarily and
produces resurgence. For example, if the cur-
rent values of problem behavior (i.e., VT) and
the FCR (i.e., VAlt) are 50 and 100, respectively,
the relative value of problem behavior would be
50 / (50 + 100) or 0.33. If, during a subse-
quent resurgence challenge, the value of prob-
lem behavior then drops by 10 and the value of
the FCR by 50, because that latter response
contacted extinction more recently, the relative
value of problem behavior would increase to
0.44 [40 / (40 + 50)]. Under such a condition,
the matching law, adjusted using the temporal
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weighting rule, predicts that the relative rate of
problem behavior should increase because its
relative value increases, and we should observe
resurgence of problem behavior.

Applying the TWML to Extinction Bursts
Employing this general approach, Shahan

(2022) suggested that the same basic processes
may account for the extinction burst. With the
extinction burst, the two response options dur-
ing baseline are engaging in problem behavior
(i.e., BT) or behavior related to consuming or
otherwise engaging with the reinforcer when it
is present (i.e., Br) such that,

BT

BT þBr
¼ V T

V T þV r
, ð6Þ

where VT and Vr are the values associated with
those two options. When the reinforcer is pre-
sent, allocation of behavior in clock time
(i.e., including reinforcement time) is likely to
strongly favor Br over BT, and the relative rate
of problem behavior (i.e., BT) is likely to be
low. However, when extinction is implemented
and access to the reinforcer (and thus
reinforcement-related behavior) is eliminated,
there is a temporary increase in the relative
value of the target behavior, thus producing a
temporary increase in allocation to the target
behavior. Such a reallocation could be the
source of the extinction burst (see
Shahan, 2022, for full quantitative details).
For example, during baseline, an individual

may typically emit problem behavior (e.g.,
head banging), which produces its functional
reinforcer (e.g., on an FR 1 schedule). While
the reinforcer is available (e.g., 20-s access to
an iPad), the individual typically allocates
their responding to consuming that rein-
forcer, and few or no instances of problem
behavior occur during the 20-s reinforcement
interval. That is, when given a choice
between emitting head banging and

consuming the reinforcer, the individual
almost always chooses the latter response
option. Thus, as described in the earlier
example, an efficient participant might head
bang 12 times in a 5-min session and pro-
duce a response rate of 2.4 responses per
minute if we include reinforcement time in
the calculation. By contrast, when treatment
with extinction alone is initiated, the individ-
ual no longer has the option to consume the
reinforcer. During this period at the start of
treatment, the TWML predicts an increase in
problem behavior (i.e., an extinction burst)
because its relative value increases temporar-
ily. This temporary increase in relative value
occurs because (a) reinforcer consumption is
no longer available as a competing response
option, and (b) the value of problem behavior
remains high due to its recent history of rein-
forcement during baseline. That is, the
TWML predicts a temporary increase in the
target response at the start of extinction
because, in baseline, reinforcer consumption
competes with the target response. However,
at the start of extinction (when extinction is
implemented alone), reinforcer consumption
is no longer available as an alternative
response option and, therefore, the relative
value of the target response increases.
The TWML also provides a reasonable

explanation for why extinction bursts tend to
be short lived. That is, according to the
TWML, extinction bursts occur at the start of
extinction because that is when the effects of
prior reinforcer deliveries for problem behavior
have the most influence or value. So, at the
start of extinction, when the value of problem
behavior is still high and reinforcer consump-
tion is no longer a competing response option,
the individual allocates nearly all their time to
problem behavior, and an extinction burst is
observed. As time in extinction increases, the
influence or value of the reinforcers delivered
for problem behavior during baseline decreases.
Thus, as the individual has increased
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experience with extinction of problem behav-
ior, the value of problem behavior decreases
rapidly, and the rate of problem behavior
decreases to match its value, thereby ending
the extinction burst. The TWML appears to
be the only theory that explains why bursts
occur when extinction is initiated and why
they resolve shortly thereafter.

Applying the TWML to DRA Treatments
When treatment with DRA (e.g., FCT) is

initiated, rather than extinction alone, the indi-
vidual has the option to access the functional
reinforcer via the alternative response, so the
relative value of problem behavior would be
lower when DRA is initiated relative to extinc-
tion alone. Thus, the TWML predicts lower
levels of problem behavior at the start of DRA
than at the start of extinction alone, a predic-
tion that is consistent with the empirical find-
ings of Lerman and Iwata (1995) and Lerman
et al. (1999).
Nevertheless, extinction bursts, as defined in

the clinical literature, sometimes occur when
problem behavior is treated with DRA. The
TWML similarly suggests that these bursts dur-
ing DRA should occur during times when rein-
forcement is unavailable (i.e., when both
problem behavior and the alternative response
contact a period of extinction). For example,
Fisher, Greer, Mitteer et al. (2018; see also
DeRosa et al., 2015) compared the effects of
briefer (e.g., 1- to 2-s) and longer (e.g., 5- to
40-s) periods in which reinforcement was
unavailable during FCT. Such periods of non-
reinforcement can occur when initiating FCT
due to (a) prompt delays designed to promote
independent communication responses (DeRosa
et al., 2015; Fisher, Greer, Mitt et al., 2018) or
(b) changeover delays designed to prevent adven-
titious reinforcement of problem behavior
(e.g., Borrero et al., 2010; Greer et al., 2016).
Fisher et al. observed extinction bursts, as
defined by Lerman et al. (1999), in five of six

applications of the conditions with 5- to 40-s
periods of nonreinforcement and in none of the
six applications with 1- to 2-s periods of
nonreinforcement.
Fisher, Greer, Mitteer et al. (2018) attrib-

uted these bursts of problem behavior to the
presence of the establishing operation during
periods of nonreinforcement. That is, they
hypothesized that during periods of non-
reinforcement, the establishing operation
evokes responses that have produced the rein-
forcer in the past, problem behavior in this
case. However, like the frustration,
adventitious-reinforcement, and schedule-
induced hypotheses described above, this
account of extinction bursts does not address
the dynamic nature of extinction bursts. That
is, extinction bursts typically occur early on
during extinction (e.g., during the first few
sessions—Lerman et al., 1999, or even just the
first minute—Katz & Lattal, 2020). Thereafter,
rates of the target response decrease, even
though the establishing operation remains in
effect. Thus, the establishing-operation account
offered by Fisher et al. provides a potential
explanation of why bursts of problem behavior
may occur at the start of extinction (with or
without DRA), but it does not explain why
rapid reductions in problem behavior typically
follow an extinction burst. That is, if the esta-
blishing operation remains in effect, why does
problem behavior decrease rapidly following an
initial burst? By contrast, the TWML provides
an explanation of the dynamic nature of extinc-
tion bursts, as described above.
According to the TWML, extinction bursts

should occur during DRA treatments when
reinforcer consumption is not available as a
competing response and the current value of
problem behavior is considerably higher than
the value of the alternative response (see
Shahan, 2022, for equations). That is, during a
DRA treatment like FCT, individuals are likely
to allocate their responding among three
options: (a) problem behavior, (b) the
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alternative response (e.g., the FCR), and
(c) reinforcer consumption. The TWML pre-
dicts that reinforcer consumption should occur
whenever it is available; the alternative response
should predominate when reinforcer consump-
tion is unavailable and the alternative response
reliably produces the reinforcer; and problem
behavior should increase (i.e., an extinction
burst) when its value well exceeds the value of
the alternative response. During FCT, extinc-
tion bursts are most likely to occur during
periods of nonreinforcement for the FCR
shortly after treatment commences because that
is when the influence or value of prior rein-
forcer deliveries for problem behavior is still rel-
atively high, the value of the FCR is relatively
low (because it has not had an extended history
of reinforcement), and reinforcer consumption
is temporarily unavailable as a response option.
Figure 1 shows the within-session patterns of

SIB and reinforcer engagement in relation to
session time and reinforcement intervals during
a typical baseline session (top timeline) and a
typical FCT session from the extended
establishing-operation condition (bottom time-
line) for the participant named Carson in
Fisher, Greer, Mitteer et al. (2018). Consistent
with the TWML, during this typical baseline
session: (a) Carson almost always displayed a
single SIB shortly after a reinforcement interval
ended, which then produced the next reinforce-
ment interval, and (b) during nearly all rein-
forcement intervals, Carson engaged with the
reinforcer throughout most of the interval and
emitted no SIB.
During the FCT session, Carson typically

displayed SIB shortly after a reinforcement
interval ended, just as in baseline. However,
the first occurrence of SIB did not produce the
next reinforcement interval and more occur-
rences of SIB typically followed, thus produc-
ing the observed extinction burst. That is,
consistent with the TWML, the extinction
burst occurred at the start of treatment during
a period of extinction when the relative value

of SIB was high and the FCR was not yet a via-
ble option because Carson had not learned to
produce reinforcement via this alternative
response. The next reinforcement interval only
came after the therapist physically prompted
Carson to emit the FCR, which occurred after
a 5-s prompt delay or after a 3-s changeover
delay with no SIB, whichever came later. These
data are consistent with the hypothesis that
individuals choose to engage with the func-
tional reinforcer when it is available and to emit
the response that historically produced that
reinforcer primarily when the reinforcer is
unavailable. The data are also consistent with
the hypothesis that bursts of problem behavior
occur shortly after FCT commences when nei-
ther problem behavior (because it is on extinc-
tion) nor the alternative response (because the
individual has not yet mastered the new contin-
gency) efficiently produces the next reinforce-
ment interval.
Prior applied studies on the effects of time-

based schedules of alternative reinforcement on
problem behavior, often called noncontingent
reinforcement (Vollmer et al., 1993), have also
shown similar patterns of responding that are
consistent with the TWML (Fisher et al., 1999;
Hagopian et al., 2000; Marcus & Vollmer,
1996). That is, participants allocate their
responding to consuming the free, alternative
reinforcer that is delivered via time-based sched-
ules whenever it is available and allocate their
responding to problem behavior when free rein-
forcement is unavailable. For example, Fisher
et al. (1999) compared the effectiveness of denser
and leaner schedules of alternative reinforcement
on problem behavior when the investigators con-
tinued to deliver contingent reinforcement for
problem behavior on an FR 1 schedule. Consis-
tent with the TWML, participants emitted more
problem behavior under the leaner time-based
schedule relative to the denser one. Moreover,
within-session response patterns showed that
they emitted problem behavior and accessed con-
tingent reinforcement primarily when time-based
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reinforcement was unavailable (i.e., during the
interreinforcement intervals for the time-based
schedules). Thus, the participants preferred
consuming the time-based reinforcer over
emitting problem behavior (and then
obtaining contingent reinforcement), and this
accounted for the greater reductions in prob-
lem behavior during the denser versus leaner
time-based schedules. That is, time-based
reinforcement was available for more of the
session time with the denser schedules, and
problem behavior primarily occurred when
the time-based reinforcement was unavailable.

Implications of the TWML for Clinical
Intervention

Because the TWML is a refined form of the
concatenated matching law, in which extinction
bursts are hypothesized to be a function of the
value of the target response relative to the value
of all concurrently available responses, the the-
ory provides specific predictions about variables
that can be manipulated to increase or decrease
the probability of extinction bursts when
extinction-based treatments are initiated. That
is, the concatenated matching law states that
increasing the rate, magnitude, or quality of
reinforcement relative to the alternative
response options (e.g., the FCR, reinforcer
engagement) can increase the relative value of
the target response (e.g., problem behavior).
For example, delivering a higher rate of rein-
forcement for problem behavior during baseline
(e.g., FR 1) and a lower rate of reinforcement
for the alternative response during treatment
(e.g., FR 5) should increase the likelihood of an
extinction burst. According to the TWML, the
larger the decrease in the rate of reinforcement
that occurs with the switch from baseline to
treatment, the larger the observed extinction
burst. Conversely, according to the TWML,
preventing a decrease in the rate of reinforce-
ment when treatment is initiated should

prevent an extinction burst and lead to a more
rapid reduction in problem behavior.
More generally, the TWML predicts that

manipulating any variable that affects choice
responding (e.g., rate, magnitude, immediacy, and
quality of reinforcement) can increase or decrease
the probability of an extinction burst. That is,
individuals are more likely to display a burst of
problem behavior if they experience a decrease in
the rate, magnitude, immediacy, or quality of
reinforcement when treatment is initiated, and less
likely to show bursting if the rate, magnitude,
immediacy, or quality of reinforcement remains
the same or increases when treatment starts.
One advantage of quantitative theories of

behavior like the TWML is that they allow
behavior analysts to model and make predictions
about the potential outcome of a clinical or
experimental manipulation before finalizing and
conducting the intervention or study. For exam-
ple, Figure 2 shows the formal quantitative pre-
dictions of the TWML for a hypothetical
experiment comparing the effects of extinction
implemented alone or in combination with

Figure 2
Predictions of the TWML When Reinforcement Rates Drop
or Stay the Same During Treatment
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relatively denser and leaner DRA schedules. For
these mathematical simulations, we programmed
a VI 1.5-s schedule for problem behavior during
each baseline. In the dense DRA condition, we
programmed the same VI 1.5-s schedule for the
alternative response and placed problem behavior
on extinction. In the lean DRA condition, we
programmed a VI 90-s schedule for the alterna-
tive response and placed problem behavior on
extinction.
As Figure 2 shows, these quantitative simula-

tions predict that a relatively large extinction
burst will occur when extinction is implemented
alone, because implementing extinction alone
produces the largest drop in the rate of reinforce-
ment (i.e., from about 2.8 reinforcers per minute
to 0 reinforcers per minute). The TWML pre-
dicts a smaller extinction burst in the lean DRA
condition, because it produces a smaller drop in
the rate of reinforcement (i.e., from about 2.8
reinforcers per minute to about 0.6 reinforcers
per minute). Finally, the TWML predicts a rapid
drop in the rate of problem behavior without an
extinction burst in the dense DRA condition,
because it does not produce a drop in the rate of
reinforcement (i.e., 2.8 reinforcers per minute in
baseline and in treatment).
We have conducted parallel simulations in

which we manipulated other reinforcement
parameters (e.g., reinforcer quality remaining
the same or reduced at the start of treatment),
and those simulations produced results consis-
tent with the results shown in Figure 2. These
quantitative predictions of the TWML need to
be tested empirically. If validated, they suggest
that clinicians should work to ensure that the
rate, magnitude, immediacy, and quality of rein-
forcement remain the same or increase relative
to baseline when they initiate differential rein-
forcement treatments like FCT.
The TWML also predicts that a decrease in

one reinforcement parameter that might ordinar-
ily produce an extinction burst (e.g., reduced rate
of reinforcement at the start of treatment) could
be counteracted by manipulating another

reinforcement parameter (e.g., increasing the
quality of reinforcement). For example, individ-
uals with no preexisting communication reper-
toire are likely to experience a reduction in
reinforcement rate at the start of FCT until they
learn and master the new FCR. According to the
TWML, we may be able to mitigate extinction
bursts for such individuals by increasing the
quality of reinforcement delivered for the FCR
to counteract the negative effects of the
decrease in reinforcement rate. Although this
technique for mitigating extinction bursts is
hypothetical and untested at this point, it rep-
resents a plausible extension of principles of
choice responding and behavioral economics
that have considerable empirical support
(DeLeon et al., 2021; Fisher & Mazur, 1997;
Podlesnik et al., 2021; Weinsztok &
DeLeon, 2021).

Illustrative Translational Data

As previously mentioned, the TWML pre-
dicts that large drops in reinforcer-consumption
time at the start of treatment should increase
the likelihood of an extinction burst; thus,
preventing drops in reinforcer-consumption
time should prevent extinction bursts. To illus-
trate these predicted effects, we conducted a
baseline in which the target response
(i.e., hitting a pad made of foam covered with
vinyl) produced reinforcement, followed by a
phase in which we discontinued reinforcement
for pad hits (i.e., extinction) and delivered rein-
forcement on either a dense or lean time-based
schedule. We randomly assigned one child to
receive the dense schedule and the other child
to receive the lean schedule during treatment.
Based on the TWML, we hypothesized that
(a) the child exposed to the dense schedule dur-
ing treatment would show a rapid reduction in
pad hits without an extinction burst and
(b) the child exposed to the lean schedule dur-
ing treatment would show a burst of pad hits
before the response decreased to low levels.
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Participants
Allie was a 5-year-old female and Sam was a

4-year-old male at the time of the study. Both
individuals showed typical development; they
spoke using full sentences, carried on conversa-
tions with the experimenters, and followed the
experimenter’s instruction (e.g., “Sit here”; “If
you hit the pad, like this, I will give you the
iPad”). Neither participant had a previous his-
tory of receiving reinforcement for engaging in
the target response (i.e., pad hit).

Procedure
Pretraining
At the start of the session, the experimenter

allowed the participant 2 s to hit the pad inde-
pendently (neither child did). After the 2 s
elapsed, the experimenter physically guided the
child to hit the pad and then immediately deliv-
ered the reinforcer (i.e., an edible every 10 s
along with access to attention and an iPad for
the entire 20-s reinforcement interval for Allie;
access to attention and an iPad for the entire
20-s reinforcement interval for Sam). After every
two trials, the experimenter increased the dura-
tion of the prompt delay according to the fol-
lowing progression: 2 s, 5 s, 10 s, 20 s. After the
child hit the pad independently three consecu-
tive times, pretraining ended.

Baseline
During baseline, the experimenter termi-

nated the prompts and delivered reinforcement
for pad hits as described above on a VR
2 schedule. Baseline ended after the participant
experienced 15 reinforcement intervals.

Dense Time-Based Reinforcement
(Allie Only)
During this phase, the experimenter discon-

tinued reinforcement for pad hits (i.e., extinction),
delivered one edible every 10 s, and provided con-
tinuous access to attention and the iPad through-
out the 5-min phase.

Lean Time-Based Reinforcement (Sam Only)
During this phase, the experimenter discon-

tinued reinforcement for pad hits
(i.e., extinction) and provided 20-s access to
attention and the iPad once every 60 s during
the 5-min phase (e.g., access to attention and
the iPad during the first 20 s of the first minute,
the first 20 s of the second minute, etc.).

Results and Discussion
Figure 3 shows the results for Allie in the

top panel and the results for Sam in the bottom
panel. As can be seen, Allie showed relatively
high but variable rates of pad hits during base-
line. During dense, time-based reinforcement,
pad hits immediately decreased to zero and
remained at zero throughout the 5-min phase,
presumably because the reinforcer was available
continuously and reinforcer consumption effec-
tively competed with pad hits. Sam showed rel-
atively high and somewhat less variable rates of
pad hits during baseline. However, during lean,
time-based reinforcement, Sam displayed an
extinction burst during the first minute of this

Figure 3
Rates of Pad Hits During Baseline and Dense and Lean
Time-Based Schedules
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phase, when pad hits increased to a rate higher
than all the rates observed during the 1-min
intervals in baseline. Thereafter, pad hits
decreased rapidly to zero.
Thus, the child exposed to the dense sched-

ule of reinforcement during the treatment
phase showed a rapid (i.e., immediate) decrease
in pad hits and did not show an extinction
burst, whereas the child exposed to the lean
schedule showed an extinction burst before pad
hits decreased to low levels. In addition, no pad
hits occurred during reinforcer-consumption
time during treatment for either participant.
For Sam, pad hits commenced about 5 s after
the first reinforcer-consumption time ended
during treatment. He emitted 15 pad hits in
the next 23 s (i.e., the extinction burst), and
then pad hits ceased for the remainder of the
phase. These results comport to the conceptual
predictions of the TWML. Unfortunately, we
could not effectively test the quantitative pre-
dictions of the TWML with these data. We
collected all the baseline and treatment data in
one 15- to 20-min session, and the limited
amount of data and high degree of variability
did not allow for reliable estimates of fitted
model parameters.

Potential Strengths and Limitations of
the TWML

Because the TWML is a new refinement of
the concatenated matching law, it has not
received sufficient empirical testing to fully
describe its strengths and limitations. Clearly,
the TWML does not account for all the behav-
ioral phenomena that occur during extinction
in its current form. However, a potential
strength of the model is that it is based on the
concatenated matching law, and it should be
applicable to those variables that traditionally
have been addressed by the matching law
(e.g., reinforcer rate, delay, and quality;
response effort), but under dynamically chang-
ing reinforcement conditions. That is, the

TWML generally predicts that the variables
that affect relative response rates during steady-
state, baseline conditions similarly affect relative
response rates when reinforcement is reduced
or eliminated, with the caveat that those effects
are mediated by the timing (or recency) of past
reinforcer deliveries. Another potential strength
of the TWML is that adding terms to the equa-
tion to account for discrimination learning
could potentially allow the model to address
variables like prior exposure(s) to extinction or
the introduction of extinction in one context
(e.g., the clinic) but not in another (e.g., the
home; see Shahan et al., 2020, for a recent
example).
A limitation of the current form of the

TWML is that it does not account for several
potentially important variables involved in the
extinction process. For example, the current
TWML does not account for the effects of habit-
uation during escape extinction (McSweeney &
Swindell, 2002; in part, because the TWML has
only been applied to appetitive reinforcement
schedules). In addition, the TWML does not
account for the emergence of new responses dur-
ing extinction (e.g., extinction-induced aggres-
sion). Thompson and Bloom (1966) described a
temporal pattern of extinction bursts of the target
response, which typically occurred at its highest
levels during the first minute of extinction,
followed by extinction-induced aggression, which
typically occurred at its highest levels during the
second and third minutes of extinction. This
temporal covariance between extinction bursts
and extinction-induced aggression suggests
that aggression, and perhaps other forms of
extinction-induced variability, may be most
likely to occur after the relative value of the
target response decreases substantially. If this
is true, then the TWML could potentially pre-
dict the onset of response variability during
extinction. However, even if the TWML can
predict when new responses are likely to
emerge during extinction, the theory does not
provide a conceptual explanation or basis for
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the generation of new responses during extinc-
tion, and we should look elsewhere for such
explanations (Machado, 1993; Nergaard &
Holth, 2020; Neuringer et al., 2001).
Another potential limitation is that in the

clinical literature on function-based treat-
ments, like FCT and the time-based delivery
of alternative reinforcement, we sometimes
observe that problem behavior decreases to
zero in the first treatment session (see partici-
pants Gordon and Henry in Figure 2 of Betz
et al., 2013), and such immediate and total
decreases in responding are not predicted by
the TWML. Immediate decreases in problem
behavior to near-zero levels likely occur when
participants (a) receive their initial FCT train-
ing outside of the experimental sessions and
prior to the formal introduction of FCT
(as occurred with Gordon and Henry in Betz
et al., 2013) or (b) have well-established rule-
governed behavior and the experimenters pro-
vide the participants with contingency-
specifying rules (e.g., “I will give you the iPad
back if you say ‘iPad please’, but not if you
hit me.”; cf. Tiger & Hanley, 2004). In the
first scenario, the TWML is not applicable
because the change in reinforcement condi-
tions occurred outside of the experimental
preparation. In the second scenario, the
TWML is not applicable because the observed
change in responding resulted from instruc-
tional (or stimulus) control, and matching-
based quantitative models like the TWML are
most relevant to concurrently available
response options primarily under the control
of consequent stimuli.
Finally, the TWML has difficulty dealing

with large temporal gaps in the data being ana-
lyzed, which can sometimes occur in clinical
settings. For example, an individual with severe
problem behavior may attend clinic 2 days in a
row and go through most of the baseline ses-
sions, then be away from the clinic for a week
due to illness, and then return to clinic for
3 days to finish the baseline and initiate the

treatment sessions. The week that the individ-
ual spent away from the clinic due to illness
can greatly alter the ability of the TWML to fit
and explain the individual’s observed results.

Summary

In this paper, we discussed the strengths and
limitations of prior conceptualizations of the
extinction burst and described a recon-
ceptualization of the extinction burst based on
a revised version of the concatenated matching
law called the TWML. The TWML calculates
the current value of the target response by tem-
porally weighting all past reinforcer deliveries,
with more recent deliveries weighted more
heavily than preceding ones, based on the pos-
tulate that recent experiences influence
responding more so than prior experiences. In
addition, when applied to the extinction burst,
the TWML conceptualizes reinforcer engage-
ment or consumption as a response option that
reliably competes with the target response dur-
ing baseline. However, reinforcer consumption
is unavailable when extinction is implemented
alone, or it may be available less reliably when
extinction of the target response is combined
with DRA or the time-based delivery of alterna-
tive reinforcement. When reinforcement time
is eliminated during extinction alone or sub-
stantially reduced during DRA, the relative
value of the target response increases, which in
turn can increase its rate, thus producing an
extinction burst. The TWML also explains
why extinction bursts tend to be short lived.
That is, extinction bursts are temporary because
the relative value of problem behavior decreases
as time in extinction increases and its history of
reinforcement moves further into the past.
Finally, because the TWML is a revised form

of the concatenated matching law, it posits that
any reinforcement parameter that influences
choice responding (e.g., reinforcer magnitude)
can increase or decrease the probability of an
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extinction burst. For example, large decreases
in the magnitude of reinforcement when FCT
is initiated should increase the probability of an
extinction burst and preventing large decreases
in the magnitude of reinforcement should
decrease the probability of an extinction burst.
Clinicians who wish to prevent or mitigate
extinction bursts of problem behavior should
consider the predictions of the TWML when
developing and implementing extinction-based
treatments. In addition, applied researchers
should test the predictions of the TWML with
individuals with autism or intellectual disability
referred for the treatment of problem behavior
under typical clinical conditions. Finally, basic
researchers should test the predictions of the
TWML under a wide range of controlled con-
ditions to provide a formal assessment of the
quantitative predictions of the theory, evaluate
its boundary conditions, and identify potential
clinical refinements.
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